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Abstract


	The NOAA Hazardous Weather Testbed (HWT) conducts annual Spring Forecasting Experiments organized by the Storm Prediction Center (SPC) and National Severe Storms Laboratory (NSSL) to test and evaluate emerging scientific concepts and technologies for improved analysis and prediction of hazardous mesoscale weather.  A primary goal is to accelerate the transfer of promising new tools from research to operations through the use of intensive real-time experimental forecasting and evaluation activities conducted during the spring and early summer convective storm period.  The 2010 NOAA/HWT Spring Forecasting Experiment (SE2010), conducted May 17 through June 18, was particularly noteworthy because, for the first time, the traditional focus on severe storms producing high winds, large hail, and tornadoes was expanded to include heavy rainfall and aviation weather through collaboration with the Hydrometeorological Prediction Center (HPC) and Aviation Weather Center (AWC), respectively.  In addition, using the computing resources of the National Institute for Computational Sciences at the University of Tennessee, the Center for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma pushed the envelope of convection-allowing NWP by providing real-time CONUS-wide forecasts from a 4-km grid-spacing, 26 member Storm-Scale Ensemble Forecast (SSEF) system, as well as a 1-km grid-spacing configuration of the Weather Research and Forecasting (WRF) model.  Several other agencies provided additional experimental high resolution model output.  The purpose of this article is to summarize the activities, insights, and preliminary findings from SE2010, emphasizing use of the SSEF system and successful collaboration with HPC and AWC.     




















1. Capsule


	To support current and future decision-making needs in the US, annual Spring Experiments aim to accelerate the transfer of promising new tools from research to operations through intensive real-time forecast and evaluation activities.





2. Introduction


	Each spring during the climatological peak of the severe weather season in the US, the Experimental Forecast Program (EFP) of the NOAA Hazardous Weather Testbed (HWT) conducts a multi-agency collaborative forecasting experiment known as the EFP HWT Spring Experiment.  Organized by the Storm Prediction Center (SPC) and National Severe Storms Laboratory (NSSL), the annual Spring Experiment tests and evaluates emerging scientific concepts and technologies for improved analysis and prediction of hazardous mesoscale weather.  A primary goal is to accelerate the transfer of promising new tools from research to operations through intensive real-time experimental forecasting and evaluation activities.  The purpose of this article is to summarize the activities, insights, and preliminary findings from the most recent (as of this writing) 2010 EFP HWT Spring Experiment (SE2010) conducted 17 May to 18 June.  To relate SE2010 to previous experiments, background and historical perspective on Spring Experiments conducted since 2003 is also provided. 


	SE2010 was particularly noteworthy because, for the first time, the traditional focus on severe storms producing high winds, large hail, and tornadoes was expanded to include heavy rainfall and aviation weather through collaboration with the Hydrometeorological Prediction Center (HPC) and Aviation Weather Center (AWC), respectively.   In addition, the Center for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma pushed the envelope of convective scale numerical weather prediction (NWP) by providing real-time CONUS-wide forecasts from a 4-km grid-spacing, 26 member Storm-Scale Ensemble Forecast (SSEF) system, as well as a 1-km grid-spacing configuration of the Weather Research and Forecasting (WRF) model.  Several other agencies provided additional experimental high resolution model output.  


	 


3. Background and Historical Perspective


	The first official Spring Experiment was conducted in 2000.  Kain et al. (2003) provides details on the pre-2003 experiments and the long history of collaborative research activities between NSSL scientists and operational forecasters at the Norman National Weather Service Forecast Office dating back to the 1980s.  In addition, Kain et al. articulate the ingredients necessary for a collaboration that is mutually beneficial to the participating operational and research organizations – namely, “Forecasters learn to address operational challenges from a more scientific perspective, while researchers become better equipped to pursue projects that have operational relevance.”  A time-line summarizing these early collaborative activities up to those of SE2010 is provided in Figure 1, and http://www.nssl.noaa.gov/projects/hwt/efp contains additional information on past experiments.  


	Since 2003, Spring Experiments have focused on using output from experimental high resolution “convection-allowing” numerical weather prediction (NWP) models with near CONUS-scale domains that depict convection explicitly, rather than use cumulus parameterization to treat convection as a sub-grid scale process.  These experimental models typically use grid-spacing ? 4-km, which is about the coarsest resolution at which the evolution and dominant circulations within mid-latitude mesoscale convective systems (MCSs) can be adequately represented (Weisman et al. 1997).  Thus, using 4-km grid-spacing can be viewed as a resolution compromise – it is coarse enough so that current computers can generate forecasts within a meaningful time-frame to provide operational guidance, and fine enough to reasonably depict the phenomena of interest.  The term “convection-allowing” (used hereafter) is preferred because turning off the convective scheme allows convective overturning to occur in the model, but 4-km grid-spacing is still much coarser than that required to truly resolve important smaller scale processes like turbulence and entrainment within convective updrafts (e.g., Bryan et al. 2003).    


	The motivation for accelerating the transfer of convection-allowing models from research tools to the suite of standard operational guidance at forecasting centers like the SPC is basic, but represents a major shift in forecasting philosophy that is being continually explored during the Spring Experiment.  Specifically, rather than use a relatively coarse convection-parameterizing model to infer convection-related hazards from forecasts of the synoptic scale environment and expectations of storm type/morphology based on the parameter space of buoyancy and vertical wind shear (Weisman and Klemp 1982, 1984), convection-allowing models can be used to explicitly simulate convection and thus better predict associated hazards�.  Given various proximity sounding studies (e.g., Rasmussen and Blanchard 1998; Craven and Brooks 2004; Thompson et al. 2003, 2007, and 2010) finding that the relationship between environmental characteristics and storm mode is not unique [i.e. similar (different) storm types occur within different (similar) parts of the buoyancy-shear parameter space], a model able to explicitly distinguish storm type would be invaluable.  


	The potential for operational convective scale NWP was first put forward by Lilly (1990) who, at the time, argued that the necessary observational systems (e.g., the NEXRAD Dopper radar network) to initialize convective scale models were already in place and that the computer power necessary to run large-domain convective scale simulations would be available within a decade.  Lilly (1990) warned that without aggressive research and development, operational convective scale NWP would come long after sufficient computational capabilities became available.  Fortunately, significant progress was made during the 1990s and early 2000s by scientists at agencies like CAPS, the National Center for Atmospheric Research (NCAR), NSSL, and the Cooperative Institute for Mesoscale Meteorological Studies (CIMMS).  This progress expedited the first successful attempt at using a convection-allowing model to forecast convection over an extended period during the warm season.  This occurred during Spring 2003 when NCAR used an experimental convection-allowing configuration of the WRF model (Skamarock et al. 2001) to generate forecasts in support of the BAMEX  [Bow echo and Mesoscale Convective Vortex (MCV) Experiment; Davis et al. (2003)] field program from 20 May to 6 July 2003.  These forecasts were made available in near real-time and were tested and evaluated in a simulated severe weather forecasting environment during the 2003 Spring Experiment.  It became clear that these simulations were quite capable of producing realistic mesoscale convective systems (MCSs) – at times with surprising accuracy - and post-analysis found encouraging improvements in forecasts of MCS frequency and mode relative to coarser simulations using cumulus parameterization (Done et al. 2004).  


	For the 2004 Spring Experiment, output from convection-allowing models became the main focus.  In addition to forecasts provided by NCAR, the Environmental Modeling Center (EMC) and CAPS provided their own unique convection-allowing WRF model configurations for use during the 2004 experiment.  Results from 2004 (summarized by Kain et al. 2006) found improvements in human-generated severe weather outlooks when forecasters used the convection-allowing model output relative to when they did not.  In addition, the convection-allowing output, on average, received higher subjective ratings relative to the operational Eta Model for measures related to convective initiation, evolution, and mode.  Since the initial exploration during 2003 and 2004, testing and evaluation of convection-allowing modeling systems has become a permanent aspect of the Spring Experiment.  Furthermore, for many of the SPC forecasters, their direct involvement in the Spring Experiment and the demonstrable value of convection-allowing forecast products has led to integration of these products into their suite of routine forecast guidance.  


	Even before initial explorations of deterministic convection-allowing models, it has been recognized that to achieve maximum value and account for forecast uncertainty – which can be large even at very short lead times because of the non-linear error growth associated with convective processes – an ensemble of properly calibrated convection-allowing models is needed (Fritsch and Carbone 2004; Eckel et al. 2009).  Of course, many times the computing resources needed for a single forecast are required to produce an ensemble of convection-allowing forecasts, and the need to develop appropriate perturbation and calibration strategies for convective scales adds further challenges.  In addition, simply displaying the data from a convection-allowing ensemble in an efficient and meaningful way is non-trivial.  In fact, many simple products like ensemble mean and spread that effectively convey information from larger scale ensemble systems designed for medium-range synoptic scale forecasting (e.g., NCEP's GFS-based global ensemble) are very ineffective in conveying relevant information from convection-allowing ensembles.  For example, consider an ensemble of forecasts containing individual realizations of slightly displaced convective systems.  Clearly, an ensemble mean would “smear out” the high-amplitude features and sharp gradients typically associated with such systems, and relevant information such as most likely system mode and/or intensity would be lost.  


	Despite the costs required to address these challenges, several aspects of deterministic convection-allowing forecasts suggest a convection-allowing ensemble would result in substantial payoff.  First, improved forecasts relative to convection-parameterizing models of MCS frequency and mode (e.g., Done et al. 2004), ability to better represent statistical properties of convective rainfall (e.g., Davis et al. 2006), and an improved depiction of the diurnal precipitation cycle (Clark et al. 2007, 2009; Weisman et al. 2008), all suggest that a forecast probability distribution function (PDF) generated by a convection-allowing ensemble would be more representative of possible future atmospheric states than forecast PDFs from coarser convection-parameterizing ensembles like those currently used operationally [e.g., NCEP's Short-range Ensemble Forecast (SREF) system (Du et al. 2006)].  Second, the decrease to convection-allowing grid-spacing results in greater spread as the faster non-linear error growth inherent at smaller scales cascades to larger scales (e.g., Lorenz 1969).  Combined with smaller errors in the ensemble mean, the greater spread improves statistical consistency and thus forecast reliability (Eckel and Mass 2005; Clark et al. 2009, 2010).


	To begin addressing the issues related to convection-allowing ensembles, CAPS developed the first Storm-Scale Ensemble Forecast (SSEF) system for the 2007 Spring Experiment through multi-year support provided by the NOAA CSTAR (Collaborative Science, Technology, and Applied Research) Program (Xue et al. 2007; Kong et al. 2007).  This 10-member, 4-km grid-spacing SSEF system was developed in collaboration with the HWT and the model integrations were performed at the Pittsburgh Supercomputing Center (PSC)�.  Each year since 2007, improvements have been made to the SSEF system based on experience from previous years, advances in numerical modeling, and improvements in computing capabilities.  Details regarding the SSEF system configurations and logistics required to disseminate the data to Spring Experiment participants in near real-time can be found in a series of conference preprints – Xue et al. (2007, 2008, 2009, and 2010) and Kong et al. (2007, 2008, and 2009).  In addition, a companion article detailing the development, evolution, and future plans for the SSEF system is in preparation.   Although the Spring Experiment has been quite an effective platform for testing SSEF systems, the sheer volume of data and limited time for daily Spring Experiment operations leaves numerous scientific and operational forecasting issues that could potentially be addressed in post-experiment analysis.  Thus, CAPS has gone to great lengths to assure that all the raw model output is archived, and several refereed studies have already been produced using the archived data (e.g., Clark et al. 2009, 2010a, b, 2011; Kain et al. 2010a, b; Schwartz et al. 2010; Coniglio et al. 2010).        


	The advent of the SSEF system for real-time testing and evaluation ushered in a new and exciting phase of the EFP HWT Spring Experiment, and recent Spring Experiment activities match very well the longer term goals of NOAA.  These goals include developing a robust mesoscale probabilistic weather prediction capability that fits within the “4D datacube” planned for the Next Generation Air Transportation System (NextGen) by 2016 (Eckel et al. 2009), as well as the Warn-on-Forecast concept (Stensrud et al. 2009).  In fact, the success of the Spring Experiment in providing a platform for testing innovative products and methods designed to improve National Weather Service (NWS) forecasting capabilities has led to direct collaborative involvement from the NWS Office of Science and Technology (NWS/OST) in planning future experiments.  





4.  The NOAA Hazardous Weather Testbed: Facilities and Organizational Structure 


	The HWT is jointly managed by the SPC, NSSL, and the NWS Oklahoma City/Norman Weather Forecast Office (OUN) which are all located within the National Weather Center building on the University of Oklahoma South Research Campus�.  The HWT facilities include a combined forecast and research area situated between the operations rooms of the SPC and OUN (Fig. 2), as well as a nearby development laboratory.  The proximity to operational facilities, as well as a setting and workstations replicating those used operationally, is an ideal environment to support collaboration between research scientists and operational forecasters on specific topics of mutual interest.  The design of the HWT is meant to accelerate the transition of new technologies for forecasting and warning of hazardous mesoscale weather events throughout the US.  


	The HWT organizational structure is comprised of three primary overlapping program areas (Fig. 3).  The EFP branch of the HWT conducts the annual Spring Experiment and has a specific mission “... focused on predicting hazardous mesoscale weather events on time scales ranging from a few hours to a week in advance, and on spatial domains ranging from several counties to the CONUS.”  The Experimental Warning Program (EWP) branch of the HWT tests research concepts and technology specifically aimed at increasing warning lead times for severe convective weather on time scales of minutes to a few hours, and on spatial domains from several counties to fractions of counties (e.g., Stumpf et al. 2008, 2010).  The key NWS strategic goal of extending warning lead times through the Warn-on-Forecast concept provides a natural overlap between EFP and EWP activities.  As the distinction between warnings and short-term forecasts of convective weather gradually diminishes, the degree of overlap is expected to increase.


	The GOES-R (Geostationary Operational Environmental Satellite R-Series) Proving Ground (Goodman et al. 2010), whose mission is to provide pre-operational demonstration of new products and capabilities available on the next generation GOES-R satellites scheduled for launch in 2015, comprises the third branch of the HWT.  Established in 2009, the GOES-R Proving Ground intends to provide Day-1 readiness for developers and users once GOES-R products become available by emulating various aspects of future GOES-R capabilities using current systems (e.g., satellite, terrestrial, and model synthetic data).  The Proving Ground fits well within the HWT because many of the GOES-R products will be aimed at monitoring severe weather and improving accuracy and lead time for severe weather warnings.  





5. SE2010 Participants and Primary Component Objectives


	More than 70 participants, including operational forecasters, research scientists, academic faculty, graduate students, and administrators from numerous organizations across the US, were involved in SE2010.  External visitors generally participated for week-long periods, with several SPC and NSSL forecasters and scientists present throughout the experiment providing continuity and training each week.  A complete list of participants can be found in the Spring Experiment Operations Plan (http://hwt.nssl.noaa.gov/Spring_2010/Spring_Experiment_2010_ops_plan_21May.pdf), and Table 1 lists the participating agencies.  


	Daily SE2010 activities were held weekdays (7:30AM – 4:00PM Monday – Friday) for five weeks (17 May – 18 June) and occurred within three separate components at adjacent workstations in the HWT.  In past experiments, the severe weather component led by the SPC/NSSL has been the sole focus with all participants working together in one group.  The SE2010 activities were expanded so that, in addition to the severe weather component, participants were grouped into aviation weather and quantitative precipitation forecasting (QPF) components led by the AWC and HPC, respectively.  Most participants rotated to different groups each day.  Note, QPF component activities were limited to the morning, so that QPF participants moved to either severe or aviation weather during the afternoon.  The addition of QPF and aviation weather was motivated by the promising results from previous years in utilizing convection-allowing models for severe weather forecasting and their seemingly natural applicability to QPF and aviation weather – two areas with a wide variety of societal impacts outside those of severe convective weather.  According to NOAA economic statistics, warm-season thunderstorms cause ~70% of air traffic delays in the US and cost the economy more than $4 billion dollars each year (see http://www.economics.noaa.gov/).  In addition, flash floods are a leading cause of weather-related fatalities, averaging ~130 deaths per year.  


	The daily activities schedule (Appendix A) was designed so that participants in each component would conduct forecasting and evaluation activities at similar times of the day, providing common discussion periods so that participants in the different components could share their insights.  This was intended to provide a forum in which shared (as well as different) forecast challenges experienced by the severe weather, aviation, and QPF communities could be identified/discussed.  This schedule also indirectly allowed exploration of forecast consistency between the three components, although the focus on different hazardous weather phenomena in each group meant that some forecast differences would likely occur.   


	The primary objectives for each component were formulated based on mission specific needs that were modulated by each NCEP Center's previous experience with convection-allowing models.  This experience varied considerably among the groups – SPC forecasters have been using convection-allowing models since 2004, whereas most HPC and AWC forecasters have had little if any background and/or experience.  Overall, the primary objectives for each component were similarly designed to: 1) familiarize forecasters on potential operational uses of convection-allowing modeling systems, 2) explore creation of probabilistic forecast products, and 3) provide feedback to model developers on strengths and weaknesses of current systems and products.  The basic objectives and experimental forecast products for each component are listed below:








a. Severe Convective Storms Component


	Primary objectives: Continue testing and evaluation of convection-allowing modeling systems in providing useful guidance for generating probabilistic severe weather outlooks with a focus on improving forecasts of initiation, evolution, mode and intensity of convective storms.  


	Experimental forecast products:  Outlooks were issued over movable domains approximately 8? lat x 14? long.  The placement of the domain was decided upon based on where severe convective impacts were expected to be greatest, and in consultation with SPC forecasters working the operational day shift.  Note, because severe convection often occurs in sparsely populated regions containing very few flight routes (e.g., North Dakota), areas meeting the criteria used in previous experiments for greatest severe weather potential do not necessarily correspond to areas with the greatest severe weather impacts potential.  On two occasions, the consideration of potential impacts resulted in a domain  placed over the east coast where the severity of convection was not expected to be highest, but potential impacts – especially for aviation – were highest.  


	The human generated outlooks were designed similarly to SPC's operational Day-1 convective outlooks, but with higher temporal resolution to compliment the current experimental Day-1 enhanced resolution probabilistic thunderstorm product (http://www.spc.noaa.gov/products/exper/enhtstm/).  The graphical outlooks consisted of probabilistic forecasts for any severe convective weather (i.e., hail diameter ? 1-inch, wind gusts ? 50 knots, and tornadoes) within 25 miles of a point during the 2000 – 0000 UTC  and 0000 – 0400 UTC time periods.  Following SPC conventions, probability contours were drawn at 5, 15, 30, 45, and 60%.  In addition, hatched shading was used to delineate regions where a 10% or greater probability existed for significant severe events (i.e., EF2 or greater tornado, hail diameter ? 2-inches, and/or wind gusts ? 65 knots).  The experimental outlooks were issued daily by 1530 UTC and then updated by 1930 UTC.  (NEED TO MENTION TEXT)


	


b. Aviation Weather Component


	Primary objectives: Conduct an initial exploration of convection-allowing modeling systems in providing useful guidance for the creation of experimental probabilistic thunderstorm forecasts with emphasis on improving forecasts of timing, location, coverage (porosity), and thunderstorm top height which are critical for the efficient management of the National Air Services (NAS).  


	Experimental forecast products: The human generated outlooks were generally made over a fixed domain covering the high air-traffic regions of the central and eastern US.  Occasionally, the domain was made smaller to focus on regional high-impact events.  The graphical outlooks consisted of probabilistic thunderstorm (defined as reflectivity ? 40 dBZ) forecasts for three “snapshot” times valid at 2100, 2300, and 0100 UTC.  Probability contours were drawn for 25, 50, and 75%, corresponding to the descriptors Slight, Moderate, and High, respectively.  If a broken or solid line of thunderstorms was predicted, it was indicated by a dashed line on the snapshot graphic.  In addition, a separate product was produced for the probability of thunderstorm tops ? 25,000 feet using the same Slight (25%), Moderate (50%), and High (75%) probability contours.  The aviation products were designed to compliment the operational Collaborative Convective Forecast Product (CCFP; http://aviationweather.gov/products/ccfp/) produced by the AWC in collaboration with the Meteorological Service of Canada.  Similar to the severe weather component, products were issued in the morning (by 1530 UTC) and updated in the afternoon (by 1930 UTC).  Furthermore, during the afternoon, the aviation team split into two groups.  One group focused on the aforementioned Day-1 products, and the other group generated a Day-2 probabilistic thunderstorm forecast valid 1800 to 0000 UTC the following day.  Again, the 40 dBZ reflectivity threshold was used to define a thunderstorm, and probability contours corresponding to Slight, Moderate, and High were used. (NEED TO MENTION TEXT)





c. QPF Component 


	Primary objectives: Explore the utility of convection-allowing modeling systems in providing useful guidance for the generation of experimental 6 hour QPF products consistent with current HPC operational requirements.  


	Experimental forecast products: Human generated QPF products included probability of exceeding 0.50 and 1.00 inches of rainfall in the 6 hour periods 1800 to 0000 UTC and 0000 to 0600 UTC.  These products were issued daily by 1530 UTC over the same domain as the severe weather component.  The probabilistic QPF graphics were designed to be analogous to several operational HPC products (such as excessive rainfall and heavy snow) with categorical descriptive terms Slight, Moderate, and High used to denote forecast probabilities of 25, 50, and 75%, respectively.  In addition to the probabilities, a predicted maximum 6 hour rainfall amount within the highest probability contour  for 1.00-in exceedance probabilities was included in the graphic�.  Unlike the severe and aviation weather components, the QPF products were not updated in the afternoon.  (NEED TO MENTION TEXT).
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Table 1 SE2010 participating institutions.





NOAA AgenciesUniversities/


Cooperative InstitutesGovernment AgenciesPrivateNCEP/


Environmental Modeling Center (2)OAR/National Severe Storms Laboratory (4)OAR/ESRL Global Systems Division (3)Cooperative Institute for Meteorological Satellite Studies/University of Wisconsin-Madison (8)NCAR/


Developmental Testbed Center (6)Mitre Corp’s Center for Advanced Aviation SystemsNCEP/Aviation Weather Center (6)NESDIS (2)NWS/Detroit, MIIowa State UniversityFAA/Academy (2)FirstEnergy, Akron, OHNCEP/Hydro-meteorological Prediction Center (5)NWS/Raleigh, NCNWS/Kansas City/Pleasant Hill, MOCooperative Institute for Research in the Atmosphere/ Colorado State University(2)FAA/Air Traffic Control System Command Center (2)Science Systems and Applications, Inc.OAR/ESRL Physical Sciences DivisionNWS/New York, NYNWS/Eureka, CATexas A&MNASA/Short-term Prediction Research and Transition Center (4)NCEP/Ocean Prediction CenterNWS/Charleston, WVNWS/Tucson, AZMIT/Lincoln LaboratoryAir Force Weather Agency (2)NWS/Albuquerque, NMNWS/Office of Science and Technology (5)NWS/Flagstaff, AZUniversity of Alabama-Huntsville (2)Environment Canada (3)NWS/Huntsville, ALNWS/Meteorological Development Lab (2)NWS/


Pocatello, IDUniversity at Albany-SUNY (3)NWS/Anchorage, AKNWS/Great Fall, MTNWS/


Columbia, SCUniversity of OklahomaNCEP/Storm Prediction Center (7)
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Figure 1 Wide angle view of the HWT facility in the National Weather Center. The SPC Operations Area is located beyond the glass windows on the right side, and Norman/Oklahoma City Weather Forecast Office is located beyond the windows on the left side.  
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Figure 2 The umbrella of the NOAA Hazardous Weather Testbed (HWT) encompasses three program areas: The Experimental Forecast Program (EFP), the Experimental Warning Program (EWP), and the GOES-R Proving Ground.


�	 Note, although tornadoes, high wind gusts, and large hail can not be resolved at 4-km grid-spacing, these hazards are closely related to convective mode and morphology (Gallus et al. 2008; Duda and Gallus 2010) which convection-allowing models are demonstrably capable of simulating (e.g., Done et al. 2004, Weisman et al. 2008).


�	 Subsequent SSEF systems have also utilized resources at the National Institute of Computational Science (NICS) at the University of Tennessee.   


�	Prior to the relocation of SPC, NSSL, and OUN to the newly constructed National Weather Center building in 2006, Spring Experiments were conducted in the Science Support Area of the Oklahoma Weather Center.  


�	If probabilities were below Slight (25%) for the entire domain, a maximum amount was not indicated.






































